2020 FREMIEIHT &

f =

Program
(iEFZ01)

IBRFHFRFZER. NARROHATR

iLHKF
Nov. 12th-15th, 2020



2020 FHUEMRIEI &

“2020 FEHUEMAIF T2 T 2020 & 11 A 12 HE 15 HEET
IR FFE R LB AT . AU 2 B 78 o [ g S
A B FE R R A SR 2 3 < (RN RV I8, 28 I H IR
FOFFCRCR, (e SEIR A FLA A, PRUTARZR PR ARA AT 380 ()
WA 2 FE W KA. 2L BUR AP SRR R
A, SRS — L AT
FIpERAL: VTLIRZPHCER R B RS Hrit Fu b
WABNE: 2020 4= 11 H 12 H 11:00-22: 00
R BT IER 2 e B H s
SWHRE: 2020411 A 12 HE 15 H (11 H¥kE, 15 HES)
SUHE R VLI R FHCERL 2B 206 =

f o

SWECR AN
T £ 15162970756 4 4T 18796089921
HIERIE 18852851506 X MSR 18352855327

B B 18796022678 = EE 18796021510



2020 %St R ENAHTSHIEZRH

fE] REA = EX=IN
10:00-10:20 VAR 5N ian

10:20-11:00 i I Total Variation Based Image AN

Processing
11:00-12:00 H it
12:00-14:00 A, iR JRFNE SRR HRE
14:00-14:40 | s RIAEAE YA 7] SRS 5 BIER T Fi
14:40-14:50 aER iR BUR R R 206
An  exact penalty approach for
14:50-15:30 2 optimization with nonnegative| [ri4E

orthogonality constraints

Fast Linear  Programming  Based
15:30-16:10 B R Ak Approaches for Solving Markov Decision HeoT
Processes

16:10-18:00 H hitie




REA— : BRiE

WEEFE : 2020 45 11 F 13 H, 10:20-11:00
WEMR: B Rl bt 206 =

& HE : Total Variation Based Image Processing

IREFEZE : In this talk, 1 will review some total variation based image processing models, including

deblurring, inpainting, zooming, partial Fourier reconstruction and impulsive noise removal. We emphasize
that all these problems presenve favorable structures so that efficient ADMM algorithms can be designed. In
particular, the matrix structure of blurring matrix will be discussed under different boundary conditions,
which plays key role in efficient implementation of the algorithms.

w5 AT : Junfeng Yang, Professor, Department of Mathematics, Nanjing University.

He received his MSc in 2006 under the supervision of Prof. Yaxiang Yuan (AMSS, CAS)
and PhD in 2009 under the supervision of Prof. Bingsheng He (Nanjing University) and
Prof. Yin Zhang (Rice University). He is mainly interested in designing, analyzing and
implementing fast algorithms for solving optimization problems arising from signal and
image processing, compressive sensing and sparse optimization, etc. Together with
collaborators, he has developed Matlab packages FTVd for image deblurring and YALL1
for L1 optimization in compressive sensing.
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constraints

IREWE : Optimization with nonnegative orthogonality constraints has wide applications in

machine learning and data sciences. It is NP-hard due to some combinatorial properties of the
constraints. In this talk, we shall discuss an exact penalty approach for solving the considered
problems. The penalty model can recover the solution if the penalty parameter is sufficiently
large other than going to infinity. Extensive numerical results on the orthogonal nonnegative
matrix factorization problem and the K-indicators model show the effectiveness of our proposed
approaches.
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R E M E : Markov Decision Processes (MDPs) are widely applied in the study of

sequential decision making, whose applications are almost endless. In practice, MDPs are
often solved using dynamic programming method such as policy iteration and value
iteration. Compared with the dynamic programming method, the linear programming
based approach for MDPs is powerful in theory but often not quite efficient in practice as
a solution method. To improve its practicability, this paper studies the linear
programming based approach for MDPs from a computational perspective. Specifically,
we consider a discrete stage, infinite horizon discounted MDP, which has a nice property
ensuring the existence of deterministic optimal policies. In this respect, we introduce a
weakly and a strongly constrained sparse formulation for MDPs to find optimal
deterministic policies approximately. By exploiting the sparse structure in the
formulations, we propose a class of multi-block alternating direction methods of
multipliers (ADMM) to solve MDPs efficiently. The numerical study shows that, ADMM
applied to the strongly constrained formulation achieves a comparable runtime as policy
iteration, and beats other methods by a large margin. To the best of our knowledge, this is
the first linear programming based method that achieves a similar performance as policy
iteration. Theoretically, we also prove the convergence of the multi-block ADMM using
recent techniques of convex and nonconvex optimization. These findings are encouraging
that we take a first step in showing that linear programming based methods can be
efficient for solving MDPs, which offers a different perspective, including its elegant

theory and great toolbox, to the study of sequential decision making.
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